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Abstract—This work addresses the problem of ensuring service availability, trust, and profitability in sensor-cloud architecture
designed to Sensors-as-a-Service (Se-aaS) using IoT generated data. Due to the requirement of geographically distributed wireless
sensor networks for Se-aaS, it is not always possible for a single Sensor-cloud Service Provider (SCSP) to meet the end-users
requirements. To address this problem, we propose a federated sensor-cloud architecture involving multiple SCSPs for provisioning
high-quality Se-aaS. Moreover, for ensuring trust in such a distributed architecture, we propose the use of consortium blockchain to
keep track of the activities of each SCSP and to automate several functionalities through Smart Contracts. Additionally, to ensure
profitability and end-user satisfaction, we propose a composite scheme, named BRAIN, comprising of two parts. Firstly, we define
miner’s score to select an optimal subset of SCSPs as miners periodically. Secondly, we propose a modified
multiple-leaders-multiple-followers Stackelberg game-theoretic approach to decide the association of an optimal subset of SCSPs to
each service. Thereafter, we evaluate the performance of BRAIN by comparing with three existing benchmark schemes through
simulations. Simulation results depict that BRAIN outperforms existing schemes in terms of profits and resource consumption of
SCSPs, and price charged from end-users.

Index Terms—Sensor-Cloud, Blockchain, Se-aaS, Game Theory, Miners, Federation.

✦

1 INTRODUCTION

Sensor-cloud is an emerging architecture which aims to
improve the ease of access and usability of the Internet-
of-Things (IoT) technology to the common people. It pro-
vides a unified infrastructure to handle the data generated
by various IoT devices [1], [2], specifically wireless sensor
networks (WSNs). It envisions traditional WSNs in the form
of services termed as Sensors-as-a-Service (Se-aaS) [3]. Similar
to other cloud service-based architectures such as Platform-
as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS), in
sensor-cloud, a sensor-cloud service provider (SCSP) ob-
tains the necessary hardware resources, i.e., WSNs, from
their respective sensor-owners on rental basis and utilizing
his/her cloud infrastructure, provisions these in the form of
service units to the end-users. Thus, using sensor-cloud, an
end-user with WSN-based applications is relieved from the
complexities associated with purchasing, deploying, config-
uring, and maintaining their own sensor networks [4]. In
exchange for these services, the SCSP and the sensor-owners
earn revenue as service charge from the end-users.

Despite the manifold advantages of sensor-cloud archi-
tecture, provisioning Se-aaS as per the requirement of vari-
ous types of end-users poses a serious practical challenge to
the SCSP. In sensor-cloud, since the SCSP depends on het-
erogeneous types of geographically distributed WSN hard-
ware. Hence, it may not always be possible for him/her to
ensure service availability, as the necessary WSN(s) may not
be registered with him/her. Moreover, the SCSP may also
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not possess the required cloud infrastructure, i.e., optimally
placed cloud data centers, to meet the stringent Quality of
Service (QoS) requirements of a particular end-user. Such a
situation not only makes the sensor-cloud an unfavorable
arrangement for an SCSP by decreasing the earned revenue
but also for the end-users, as they have to approach multiple
SCSPs to fulfill his/her Se-aaS requirement.

In the existing literature, the problem of unavailability
of cloud and WSN resources with the SCSP has not been
studied. However, traditional cloud service-based architec-
tures also suffer from a similar problem and hence, sev-
eral solutions are proposed which aim to ensure resource
availability and high revenue simultaneously in these sys-
tems. Among those, the most widely accepted and feasible
solution is the cloud federation model [5]–[7], defined as
— “Cloud federation comprises services from different providers
aggregated in a single pool supporting three basic interoperability
features - resource migration, resource redundancy, and combi-
nation of complementary resources resp. services” [5]. Basically,
in a cloud federation, multiple service providers cooper-
ate among themselves to share their resources based on
certain predefined terms for providing services, thereby
ensuring higher service availability while maintaining high
revenue. Since Sensor-cloud essentially follows a cloud-
based Service-Oriented Architecture (SOA) [4], [8], we argue
that adopting a similar model in case of sensor-cloud can
aid in solving the problem of Se-aaS availability. However,
the introduction of the involvement of multiple SCSPs in
addition to the already-present multiple sensor-owners, and
the associated revenue model demands the need to ensure
trust and transparency in the system [9]. Otherwise, it is not
possible to ensure that the SCSPs and the sensor-owners get
paid their fair share of revenue while the end-users receive
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their desired QoS [10].
In the recent years, blockchain technology [11] is con-

ceived as a highly-efficient means to ensure trust, trans-
parency, and visibility in large-scale distributed systems and
hence, can be used to solve the aforementioned problems
in a federated sensor-cloud. Blockchain is based on the
concept of a distributed ledger which is shared among each
of the involved entities in the system. Whenever an entity
performs any action which is termed as a “transaction”,
it gets recorded as an entry in the distributed ledger and
cannot be tampered with in the future. However, in order
to perform and record a transaction, firstly, it is required to
be verified and validated by each (or subset) of the involved
entities in order to prevent fraudulent transactions. Based
on the permission of access and management, there are three
types of blockchain – (1) public which is open and accessible
to all, (2) private which is limited to one organization, and
(3) consortium which is a hybrid of the two and controlled
by a set of organizations. We argue that the consortium
blockchain which has been widely used by the researchers in
case of decentralized trading systems such as smart grid [12]
is most suitable for the federated sensor-cloud architecture.

Therefore, in this work, we propose a paradigm shift
from the traditional sensor-cloud by introducing consortium
blockchain-based federated sensor-cloud architecture as a
solution to the problem of improving Se-aaS availability. The
major contributions of this work are listed as follows:

1) We propose a modified sensor-cloud architecture
and workflow based on federation model and consortium
blockchain technology, and establish its advantages.

2) Based on this architecture, we identify the various
roles and activities of each involved entity and their interac-
tions among themselves and with the blockchain.

3) Thereafter, we propose a secure Se-aaS provisioning
scheme, BRAIN, to ensure that each involved entity benefits
from the federation. The proposed scheme comprises of two
parts – (a) miner selection based on score and (b) service
provider selection based on Stackelberg game theory.

4) We analyze the proposed scheme, BRAIN, theoreti-
cally and evaluate its performance in comparison to existing
benchmark schemes through simulations.

2 RELATED WORKS

The concept of sensor-cloud architecture, which integrates
sensor networks with cloud computing to enable Sensor-
as-a-Service (Se-aaS), was first introduced by Yuriama et
al. [3], who outlined its fundamental functions and poten-
tial applications. This innovative framework has spurred
extensive research focused on improving its performance,
efficiency, and applicability within the Internet of Things
(IoT). Chatterjee et al. [13] contributed by proposing a
data center selection scheme aimed at delivering Se-aaS
with high Quality of Service (QoS) by minimizing delays,
while Misra et al. [14] developed a QoS-aware approach
to optimally distribute service loads across multiple sensor
nodes, balancing profitability for both SCSPs and sensor-
owners. Chatterjee et al. [15] further expanded on this by ad-
dressing big-data challenges in sensor-cloud environments,
proposing an architecture to handle large volumes of sensor-
generated data.

In addition to performance optimization, the economic
aspects of sensor-cloud systems have been explored to
ensure financial sustainability. For instance, Chatterjee et
al. [8] proposed a dynamic pricing model incorporating
both hardware and infrastructure costs, aimed at maximiz-
ing user satisfaction. Chakraborty et al. [16] extended this
concept by designing a cache-enabled pricing scheme that
distributes service load across multiple caches to maximize
SCSP profits. With the increased reliance on sensor-cloud
systems, security has also become a priority. Sen et al. [17]
developed a security risk assessment framework using at-
tack graphs, evaluating vulnerabilities within sensor-cloud
environments. Mahmoud and Shen [18] proposed a privacy
protection method that camouflages sensor traffic, securing
data transmission. Addressing trust, Chakraborty et al. [4]
introduced a dynamic trust-enforcing pricing scheme, while
Roy et al. [19] accounted for the presence of unreliable sen-
sor nodes in their pricing model, improving service quality.

With cloud federation and blockchain gaining traction
as methods for distributed, secure resource sharing, re-
searchers adapted these technologies to enhance cloud ser-
vices. Buyya et al. [5] pioneered the InterCloud framework,
facilitating inter-provider resource sharing to achieve QoS
goals. Celesti et al. [6] explored the operational challenges
of forming federated clouds, such as interoperability and
trust, while Kurze et al. [7] addressed economic challenges,
including vendor lock-in and performance optimization.
Blockchain has emerged as a powerful tool to further se-
cure federated environments. For instance, Mashayekhy et
al. [20] used game theory to reinforce federation stability,
while Xu et al. [21] leveraged blockchain-based smart con-
tracts to improve energy efficiency in cloud data centers.
Additionally, Samaan [22] applied a repeated game model
to manage cloud capacity sharing, emphasizing strategic
revenue considerations. Kirkman et al. [23] demonstrated
how blockchain-enabled smart contracts could automate
data migration policies in cloud environments, enhancing
data management.

Blockchain’s potential for decentralization and security
has also catalyzed research on its integration with IoT.
Christidis et al. [24] were among the first to propose us-
ing smart contracts to automate IoT interactions, creating
secure, decentralized processes. Reyna et al. [25] examined
integration challenges, while Dorri et al. [26] suggested
an optimized blockchain architecture maintained by high-
resource devices to address scalability issues. Misra et al.
[27] explored a secure synchronization model for IoT using
Ethereum, suitable for both real-time and non-real-time
devices. Blockchain has also been applied in specific IoT
use cases: Leiding et al. [28] implemented a blockchain-
based vehicular network for traffic and weather updates,
and Aung et al. [29] developed a decentralized smart home
security system. Novo [30] proposed a scalable access con-
trol system for IoT, using blockchain hubs to manage device
permissions, while Zhang et al. [31] introduced a multi-
contract model for access control in IoT ecosystems.

Synthesis: The aforementioned studies underscore the
evolution of sensor-cloud and blockchain technologies,
highlighting how blockchain enhances security, trust, and
scalability across IoT applications. However, these works
have the following limitations — (a) the existing works



Fo
r P

er
so

na
l U

se
O

nl
y 3

Fig. 1: Schematic Diagram of Federated Sensor-Cloud

on sensor-cloud are built on the impractical assumption
that an SCSP is able to serve all types of requests with no
upper-bound on the total number of services that can be
handled, (b) the existing schemes on cloud services mostly
consider homogeneous SOA and hence, are not suitable for
sensor-cloud having heterogeneous SOA, and (c) the exist-
ing blockchain-based schemes either implement blockchain
for small IoT networks or are suitable for specific use-cases.
Moreover, none of the schemes consider the integration of
IoT and cloud. Hence, it is necessary to design a federated
architecture based on blockchain specifically for sensor-
cloud in order to mitigate the problem of Se-aaS unavail-
ability and transparency.

3 CONSORTIUM BLOCKCHAIN-BASED FEDER-
ATED SENSOR-CLOUD ARCHITECTURE

In this work, we introduce a novel architecture for sensor-
cloud based on the federation model and consortium
blockchain depicted in Figure 1 and explained as follows.

3.1 Involved Entities
The entities involved in the proposed architecture include
multiple SCSPs each of whom have multiple registered
sensor-owners. The set of sensor-owners registered with
each SCSP is completely independent, partially overlapping,
or completely overlapping. However, we consider that each
sensor node belonging to each sensor-owner is registered
with a single SCSP. Additionally, the SCSPs are heteroge-
neous in terms of their cloud infrastructural resources. In
the proposed architecture, the same web portal is used by
the SCSPs to accept the service requests.

3.2 Sensor-cloud Federation
In the proposed architecture, multiple SCSPs work together
in a federation in order to provision Se-aaS. Thus, these

SCSPs share their cloud infrastructure and sensor network-
based resources to serve the end-users. In sensor-cloud, a
single Se-aaS request may have multiple components having
different requirements, each of which needs to be served
using different virtual sensors. For each virtual sensor, the
SCSP who is capable of serving the request with high QoS
at that particular time instant is chosen to provide service.
Thus, for each service, service level agreements are prepared
among the SCSPs to satisfy the requirements of the end-
users while maintaining QoS and cost. Here, we consider
that the SCSPs are equipped with the provision to combine
their provisioned service components and generate a com-
posite service. On the other hand, the pricing policy for Se-
aaS is decided based on mutual agreement of the SCSPs in
the federation.

3.3 Consortium Blockchain for Sensor-cloud
In this work, we propose the use of a consortium blockchain
to monitor the activities of the various involved entities
without using a trusted third party. Here, we use Smart
Contracts [23] to automate the various functionalities of the
Sensor-cloud architecture. The various components [32] of
the proposed consortium blockchain for sensor-cloud are:

Blockchain Network: The blockchain network for
sensor-cloud comprises of SCSPs belonging to the sensor-
cloud federation, sensor-owners willing to contribute their
sensor nodes, and end-users requesting for Se-aaS. Initially,
each of these entities needs to register to themselves in order
to be a part of the blockchain network. In the proposed
blockchain network, only the SCSPs have the authority to
act as miners and in order to gain this authorization, each
SCSP needs to make a one-time contribution of a fixed share
of cryptocurrency to the sensor-cloud federation at the time
of registration. The sensor-owners, on the other hand, have
to provide information related to their sensor nodes while
registering themselves for Se-aaS provisioning. We consider
that, since the sensor nodes are highly resource-constrained
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devices, the copy of the blockchain is maintained only by
the gateway nodes which keep track of the usage of the
connected sensor nodes. Furthermore, the end-users who
require Se-aaS, register their requirements with the sensor-
cloud federation and become a part of the blockchain net-
work. However, it is ensured using smart contracts that both
the end-users and the sensor-owners have limited visibility
in the blockchain network.

Smart Contracts: As mentioned earlier, in this work,
we propose the use of smart contracts to automate certain
functionalities of the sensor-cloud in order to prevent the
scope of malicious behavior. In the proposed architecture,
six different types of smart contracts (SCs) are used:

(a) Sensor Owner SC: It is used by sensor owners to
record the specifications of their deployed physical sensor
nodes and their revenue transactions on the Blockchain.

(b) Sensor Node SC: It is created dynamically for each
registered sensor node to store information regarding its
usage statistics and physical status. It is linked with its
corresponding sensor-owners and can be accessed by the
gateway nodes to which the sensor node is connected.

(c) End-user SC: It is used by the end-user to request for
Se-aaS by registering his/her service requirements which
are received by SCSPs through the Service Provisioning SC.

(d) Service Provider SC: It is used by the SCSPs to regis-
ter themselves in the sensor-cloud federation by providing
information about their computational resources and con-
tributing a fixed amount of crypto-currency which is used
to make financial transactions associated with the SCSP.

(e) Service Provisioning SC: The Service Provisioning SC
obtains information from all four of the aforementioned SCs,
creates association among the end-user service requests,
sensor-owners, and the SCSPs for provisioning Se-aaS, and
generates a Service Contract SC.

(f) Service Contract SC: The Service Contract SC main-
tains all information regarding a particular service starting
from its initiation till its termination and connects all associ-
ated end-user, sensor-owner(s), and the SCSP(s).

Transactions: Transactions, generated by altering the
states of the variables in Smart Contracts, form blocks in
the blockchain upon validation by miners. Each block in the
sensor-cloud blockchain stores information regarding Se-
aaS provisioning and the associated financial transactions.
For the end-users, the specification of the desired Se-aaS
along with the agreed-upon QoS parameters, the start time
and stop time of service, and the amount of crypto-currency
exchanged with the SCSPs are stored in the blockchain.
Similarly, for the sensor-owners, the detailed specifications,
physical status, and usage statistics of sensor nodes, and the
payment history details are stored in the blockchain. On the
other hand, for an SCSP, information about the associated
services, sensor nodes, the mining count, and the amount of
computational resources along with the amount of crypto-
currency owned are stored in the blockchain.

Consensus Protocol: In order to give equal opportunity
to each authorized SCSP to participate in the consensus and
prevent bias, we introduce a hybrid PoS-PoW consensus

protocol1 for the consortium blockchain of sensor-cloud in
this work. Here, for each service, a subset of the authorized
SCSPs are selected through the PoS mechanism as miners
who subsequently compete among themselves through the
PoW mechanism to mine the transactions related to the
particular service. The algorithm for the selection of the
subset of SCSPs is described in details in Section 4.1.

Working Principle: Provisioning Se-aaS in sensor-cloud
mainly involves the following steps – (1) Registration of
SCSPs, (2) Registration of sensor-owners and their nodes, (3)
Registration of service requests of end-users, (4) Association
of sensor nodes and their owners, and SCSPs to a particular
service, (5) Service generation and provisioning, and (6)
Financial transactions. Each of these steps involves the inter-
action among the entities and smart contracts and generate
transactions which are mined as blocks in the blockchain
using consensus protocol. The workflow of the proposed
architecture is depicted in Figure 1.

Therefore, the SCSPs can earn revenue from two sources
– through mining and through service provisioning. Now, in
order to ensure that each SCSP belonging to the federation
obtains a fair opportunity to earn profit, it is necessary to
select the optimal sets of SCSPs for mining and for service
provisioning. Thus, in this work, we design a scheme,
named BRAIN, for the optimal miner subset selection and
service provider selection in consortium blockchain-based
federated sensor-cloud to ensure high profits for the SCSPs,
while satisfying the requirements of the end-users.

4 PROPOSED SCHEME

In this section, we propose a dynamic scheme, named
BRAIN, for balanced load distribution among the SCSPs
while ensuring high profit for each SCSP and maintaining
high QoS of Se-aaS in the consortium blockchain-based
federated sensor-cloud architecture. Whenever an end-user
places a service-request to the sensor-cloud federation, a
subset of the available SCSPs are selected based on their
mining score to act as competing miners for the service. The
selected miners decide the SCSP(s) to be selected for serv-
ing the request based on a multiple-leaders-multiple-followers
Stackelberg game. Finally, the miners use the hybrid consen-
sus protocol to mine the service level agreement details and
other related transactions, for e.g., initiation, consumption,
and termination, as blocks to the blockchain. The proposed
scheme is discussed in detail in the following subsections.

4.1 Selection of Miners

As discussed earlier, the proposed consensus protocol for
consortium blockchain-based federated sensor-cloud is hy-
brid in nature, comprising of a combination of PoW and
PoS mechanisms. The PoS mechanism is used to select the

1. This approach is adopted to balance security with fair partici-
pation among SCSPs, thereby ensuring that each SCSP gets a fair
opportunity to contribute to consensus and preventing any single SCSP
from dominating the network. Thus, although the proposed scheme
introduces certain delays, this combination helps in supporting the
system objectives. Since this protocol is executed only once for each
service, i.e., when the service request is made by an end-user prior
to service initiation, it does not have any significant impact on the
throughput of the IoT services.
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most efficient subset of SCSPs to perform mining for a
particular service. Thereafter, using the PoW mechanism,
the selected miners compete among themselves to mine each
transaction related to the service and receive a fraction of the
service fee in exchange as an incentive. The reason behind
using this PoS-PoW hybrid consensus protocol is that using
this mechanism, each SCSP in the federation obtains a fair
chance to earn profit as a miner and no single SCSP gains
higher control over the federation compared to others.

For employing the PoS mechanism, we first define an
efficiency parameter termed as ‘miner’s score’ which is cal-
culated by each SCSP for every other SCSP in the federation.
In order to define the miner’s score, we consider the following
characteristic parameters of each SCSP:

1) Hash Rate: Hash Rate Hi of a miner (here, SCSP si)
is the number of different nonce values that it is capable
of checking per second for finding the appropriate block
hash according to the current difficulty set by the network.
It denotes the speed at which the SCSP operates and is
measured in GigaHertz. The maximum of the hash rates
of the SCSPs is denoted as Hmax.

2) Fraction of Computation Power Allocated to Mining:
In the proposed architecture, the SCSPs simultaneously acts
as miners and Se-aaS providers. Thus, each SCSP si in the
federation commits to allocating a pre-defined amount, Ci,
of its total computational power, Ci,tot, to the process of
mining.

3)Mining Count: The number of times SCSP si has
been selected as a miner is termed as its mining count,
Mi. It signifies the revenue earned by the SCSP by mining
transactions in the sensor-cloud blockchain. Introducing the
negative effect of Mi in miner’s score calculation ensures
fairness of the miner selection process to the available
SCSPs. The maximum mining count of the SCSPs in the
federation is denoted by Mmax.

4) Service Provider Count: The number of times SCSP si
has been selected previously for service provisioning when
SCSP sj acted as a miner is the service provider count Si,j

of SCSP si assigned by SCSP sj . This parameter signifies
the amount of revenue earned by an SCSP from Se-aaS
provisioning. A higher value of this parameter indicates a
higher stake of an SCSP in the sensor-cloud federation.

Using the aforementioned parameters, the miner’s score
of an SCSP is defined as presented in Definition 1.

Definition 1. Miner’s score, denoted as ϕi, is a measure of
the mining capability of an SCSP and its contribution to the
consensus process in the sensor-cloud blockchain. It signifies the
stake of each SCSP in the federation and is calculated as follows:

ϕi =

α Hi

Hmax
+ β

Ci

Ci,tot
+ γ

(B −Mi)

B
+ ζ

∑
j∈N/{i}

Si,j

Mmax


(1)

where α, β, γ, and ζ are constants and B denotes the total number
of blocks in the blockchain at the time of calculation.

Based on the miner’s score, a preference relation among
the SCSPs for being selected as miners is generated and a
subset of P SCSPs having the highest preference are chosen
as miners for the particular service, i.e., they compete for
mining in the PoW stage. The value of P is determined by

the SCSP federation based on the total number of SCSPs.

4.2 Selection of Se-aaS Provider
Next, the subset of P selected SCSPs need to decide the
SCSP(s) to be selected for serving the service request. To
achieve this end, we propose a modified multiple-leaders-
multiple-followers Stackelberg game-based scheme. In this
scheme, the selected SCSPs acts as the leaders and the set
of available SCSPs capable of serving the particular request
act as the followers. Each follower non-cooperatively decides
the optimum price to be charged for Se-aaS while maxi-
mizing its own profit. On obtaining the pricing decision
of the followers, the leaders cooperatively decide the most
suitable SCSP(s) for serving the request. Finally, through the
PoW mechanism, the service provider allocation decision
corresponding to the service is mined into the blockchain.

Justification for Using Stackelberg Game:
In the proposed sensor-cloud architecture, each SCSP acts
rationally and tries to maximize its profit earned by mining
and by provisioning Se-aaS. At the same time, each SCSP
also tries to ensure the profit of other SCSPs in order to
maintain their interest in the federation. In order to capture
this nature of interaction among multiple SCSPs, we use
a multiple-leaders-multiple-followers Stackelberg game. In
this game, each follower, or SCSP capable of serving a
particular request, decides its optimal pricing strategy by
maximizing its profit. On the other hand, the leaders, or
SCSPs selected as miners, select the most optimal SCSP for
service provisioning while considering the pricing strategies
of the followers as well as the overall benefit of the feder-
ation. The detailed discussion and analysis of the proposed
game-theoretic scheme are presented as follows.

4.2.1 Game Formulation
We consider that each service-request qj made by an end-
user is specified in terms of three parameters — geographi-
cal region of interest Gj , type of service Tj , and data-rate
Rj . Here, Tj and Rj represent the sets of one or more
types of sensor data requested by the service and their
corresponding data-rates, respectively. Hence, the followers
in this game comprise of only those SCSPs which have
the required type Tj of sensor nodes, which the available
required bandwidth, deployed in region Gj .

Utility Function for Followers: The utility function Ui,j,k

of SCSP si for serving request qj of type k, where k ∈ Tj ,
quantifies the benefit earned by the SCSP by serving the
request. Thus, it mainly depends on the profit earned and
the resources spent by the SCSP for serving the request. The
various factors influencing the utility of a follower SCSP are
as follows:

1) The utility function of the SCSP varies directly with
the price Pi,j,k charged per unit service by the SCSP and
inversely with the cost incurred for service provisioning. We
consider that a fixed cost Cj,k is incurred by each SCSP for
provisioning each unit of service qj of type k. However, with
the increase in the price, there is a simultaneous decrease
in the preference of the SCSP for being selected for Se-aaS
provisioning. Hence, we argue that the utility of the SCSP
also varies negatively with the profit earned.
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2) The utility function of the SCSP also varies proportion-
ally with the requested data-rate rj,k of the service qj . This
is because of the fact that, for a given service duration, an
SCSP earns higher profit by serving a request with a higher
data-rate requirement.

3) The utility function of the SCSP varies negatively with
the fraction of services that are being served by the SCSP
si. This is because of two reasons: firstly, with the increase
in the number of services ni being served, the resource
consumption of the SCSP increases, secondly, the increase in
the total number of services allocated to si decreases his/her
chance for being selected for further services.

Hence, we define the utility function of the SCSP as
follows:

Ui,j,k =
rj,k
Rmax

(
Pi,j,k − Cj,k

Pmax

)
− ni

bcurr

(
Pi,j,k − Cj,k

Pmax

)2

(2)
where, Rmax, Pmax, and bcurr denote the maximum possi-
ble data-rate of Se-aaS, the maximum price that the end-
user is willing to pay, and the total number of services
being served at the current time, respectively. Note that,
here, the first term represents the direct profit per unit
service, adjusted by the data-rate. It increases as the data-
rate or service price increases, which naturally aligns with
the SCSP’s goal of maximizing profit. On the other hand, the
second term depicts a quadratic penalty. This squared term
reflects the compounding negative effect of price increases
on the SCSP’s selection probability. Higher prices reduce
the likelihood of the SCSP’s services being selected, as
the system favors cost-effective SCSPs. Thus, the squared
term used here captures this effect by penalizing excessive
pricing more severely as demand grows, ensuring the utility
function aligns with profit while curbing excessive prices.
Hence, the objective of each follower SCSP is defined as
follows:

argmax
Pi,j,k

Ui,j,k (3)

subject to the constraints – Cj,k < Pi,j,k ≤ Pmax and rj,k ≤
Rmax.

Utility Function for Leaders: The utility function Bl,j of
the SCSP sl, acting as the leader, signifies the overall benefit
to the sensor-cloud federation obtained by assigning service
qj to a set of follower SCSPs Sf . The following factors
are considered while designing the utility function for the
leaders:

1) As mentioned earlier, after paying the price demanded
by the SCSPs for service provisioning, the remaining part of
the revenue is distributed equally among the selected set
of miners. Hence, for a fixed price paid by the end-user,
lower the price charged for service provisioning, higher is
the revenue for the miners.

2) Considering that the cost to mine a single transaction
Cm is fixed, higher data-rate demanded by a service necessi-
tates the mining of a higher number of blocks which incurs

higher cost to the miners2.
Therefore, we define the utility function as follows:

Bl,j = Pmax −
∑

si∈Sf

∑
k∈Tj

Pi,j,kxi,j,k − P
∑
k∈Tj

Cmrj,k (4)

where Sf denotes the set of follower SCSPs and xi,j,k is
an association vector which denotes whether follower SCSP
si provides a service of type k for service-request qj . We
consider that —

xi,j,k =

{
1, if type k of service qj is assigned to si
0, otherwise

(5)
Hence, the objective of the leader sl is defined as follows:

argmax
xj

Bl,j (6)

where xj defines the selection vector for service qj
and xj = {· · · , xi,j,k, · · · }, subject to the constraint –∑
k∈Tj

Pi,j,krj,kxi,j,k < Pmax. The leader SCSP has to decide

the vector x which maximizes his/her utility function.

4.2.2 Existence of Stackelberg Equilibrium

In this section, we determine the existence of Stackelberg
equilibrium, as defined in Definition 2, in the proposed
scheme, BRAIN, for selection of Se-aaS provider. Here,
we consider that the SCSPs, who act as the followers,
decide their strategies, i.e., the price to be charged, based
on the service requirements of the end-users. Thereafter,
each miner selects the SCSP to whom the service is to be
allocated while ensuring the overall benefit of the sensor-
cloud federation. Thereby, we argue that with the existence
of equilibrium among the followers, we can ensure the
existence of Stackelberg equilibrium in BRAIN. Hence, we
evaluate the Karush-Kuhn-Tucker (KKT) conditions with
KKT multiplier, as mentioned in Theorem 1.

Definition 2. In BRAIN, we define the Stackelberg Equilibrium
among the SCPSs for the selection of Se-aaS provider as an
optimal point as the tuple < r∗j,k, P

∗
i,j,k,x

∗
j >, where r∗j,k denotes

the optimal datarate requirement of service qj having type k;
P ∗
i,j,k is the optimal price charged by SCSP si for provisioning

Se-aaS to service qj having type k; and x∗
j denotes the optimal

decision vector, i.e., the choice of the SCSP, i.e., the miner. We
argue that at Stackelberg equilibrium, the following conditions are
satisfied:

Ui,j,k(r
∗
j,k, P

∗
i,j,k) ≥ Ui,j,k(r

∗
j,k, Pi,j,k) (7)

Bl,j(r
∗
j,k, P

∗
i,j,k,x

∗
j ) ≥ Bl,j(r

∗
j,k, P

∗
i,j,k,xj) (8)

Here, we observe that the decision of each follower is not
affected by the decision of the leader in one stage. However, we
argue that as BRAIN follows a multi-stage game, the choice of

2. It is noteworthy that, in the proposed scheme, while not every
data packet is recorded, each service contract tracks key service details
from initiation to termination, with updates logged periodically on the
blockchain by gateway nodes. Higher data-rates increase the frequency
of these updates, indirectly raising the number of transactions and
blocks mined over time, which in turn impacts the overall mining
workload.
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Fig. 2: Variation of the number of times each SCSP is selected for Se-aaS provisioning, his/her profit, and the corresponding
price charged from the end-users with increasing number of SCSPs in the federation

the leader always has an impact on the follower in the next stage.
This eventually strengthens the justification for using Stackelberg
game in BRAIN, as mention earlier in Section 4.2.

Theorem 1. In BRAIN, given the datarate requirement rj,k
of service qj of type k, there exists at least one Stackelberg
equilibrium point which satisfies the constraints mentioned in
Equations (7) and (8).

Proof. In to evaluate the existence of Stackelberg equilibrium
in BRAIN, we take into consideration the overall utility
function of the system F i for service qj of type k. Thereby,
we consider that — U j =

∑
i Ui,j,k. Hence, by applying

the KKT conditions with KKT multiplier [4], we obtain the
following regularity conditions:

Stationary condition:

∇F j = ∇
∑

λi,1

∑
i

Ui,j,k − λ2∇(Pmax − Pi,j,k)

− λ3∇(Rmax − rj,k) + λ4∇(Pi,j,k − Cj,k) (9)

where λn,1, λ2, λ3, and λ4 are KKT multipliers.
Primal feasibility condition:

(Pmax − Pi,j,k) ≥ 0
(Rmax − rj,k) ≥ 0
(Pi,j,k − Cj,k) > 0

 , ∀i (10)

Dual feasibility condition:

λi,1, λ2, λ3, and λ4 ≥ 0 (11)

Complementary slackness condition:

λi,1

∑
i Ui,j,k = 0

λ2∇(Pmax − Pi,j,k) = 0
λ3∇(Rmax − rj,k) = 0

λ4∇(Pi,j,k − Cj,k)

 (12)

We evaluate the Jacobian matrix ∇F j , i.e., the Hessian
matrix of F j , which is represented as follows:

∇2F j =


− 2λ1,1n1

bcurrPmax
· · · 0

...
. . .

...
0 · · · − 2λ|S|,1n|S|

bcurrPmax

 (13)

Here, we observe that the Hessian matrix is a diagonal
matrix having negative elements, as ni, bcurr, Pmax ≥ 0.
Therefore, we argue that in the proposed scheme BRAIN,
the Stackelberg equilibrium point always exists.

5 PERFORMANCE EVALUATION

To evaluate the performance of the proposed scheme,
BRAIN, we conducted simulations in a Python-based simu-
lation platform and compared the results with three existing
benchmarks schemes. The details of the simulations and the
results are explained in the subsequent sections.

5.1 Simulation Parameters
We simulated a blockchain-based sensor-cloud compris-
ing of multiple SCSPs in a federation, multiple registered
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Fig. 3: Variation of the number of times each SCSP is selected for Se-aaS provisioning, their profits, and the corresponding
price charged from the end-users with increasing number of miners for each round

sensor-owners, and several end-users. We considered that
the service requests of the end-users, having randomly gen-
erated data-rate requirements, arrive at the SCSP federation
sequentially and that each SCSP is capable of serving each of
the requests. The hash rate and the computational capacity
of each SCSP are decided randomly, as mentioned in Table
1. We conducted these experiments in two parts. In the
first part, we varied the number SCSPs to be selected as
miners in each round while keeping the total number of
SCSPs constant at 20. In the second part, we varied the
total number of SCSPs in the federation while keeping the
number of miners fixed at 5.

TABLE 1: Simulation Parameters

Parameter Value
Number of SCSPs 15, 20, 25
Number of miners per round 3,5,7
Hash Rate of miners 260000-280000
Computational Power of miners 30%-70%
Communication protocol IEEE 802.15.4
Number of service requests 100, 250, 500
Maximum data-rate 250 kbps/service
Price paid by end-users 100 units/service

5.2 Benchmarks
In the existing literature, none of the works on sensor-cloud
considered the application of federation or blockchain in
its architecture. Hence, for comparative analysis, we chose

existing resource management schemes for IoT networks,
Fog networks, and cloud. We compared the performance
of BRAIN with three existing benchmark schemes – Com-
puting Resource Allocation in Three-Tier IoT Fog Networks
(IoTFog) [33], Blockchain Meets IoT (IoTBlock) [30], and In-
telligent Resource Management in Blockchain-Based Cloud
Datacenters (DC) (IoTCloud) [34] – discussed as follows.

In IoTFog, Zhang et al. [33] proposed a joint
optimization-based resource allocation scheme for service-
based IoT-Fog networks in which Stackelberg game is used
to decide the optimal pricing and resource allocation be-
tween the data service subscribers (DSSs) and data service
operators (DSOs), and a matching game is used to obtain an
optimal assignment of DSOs to fog nodes. The architecture
is similar to the sensor-cloud architecture except for the
presence of sensor nodes and the corresponding owners.
Additionally, in this work, the authors do not consider
the use of blockchain. Hence, for the sake of uniformity,
we consider a blockchain-based architecture with random
selection of miners and random allocation of services.

In IoTBlock, Novo [30] proposed a blockchain-based
model for energy-efficient resource management for request
scheduling in case of cloud DCs, while considering the
possibility of malfunctioning of one or more DCs. Here, a re-
inforcement learning-based algorithm is used within smart
contracts to solve the energy cost optimization problem. In
IoTCloud, Xu et al. [34] proposed a decentralized architec-
ture for access control within IoT networks in which the
blockchain is not integrated within the IoT devices. Here,
access control is provided using a single smart contract on
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real-time to the IoT devices thereby, improving scalability
and reducing communication overheads among the nodes.

5.3 Performance Metrics
We evaluated the performance of the proposed scheme,
BRAIN, based on the following performance metrics.
Number of times each SCSP is selected for provisioning
Se-aaS: It decides the revenue earned by each SCSP by
provisioning Se-aaS and is dependent on the chosen set of
miners and their decisions. A higher value of this parameter
implies a higher chance to earn profit and hence, is favorable
to the SCSPs.
Profit of each SCSP: As sensor-cloud has an integrated busi-
ness model, it is essential to ensure that the involved SCSPs
earn high profits in order to maintain their participation in
the federation.
Number of times each SCSP is selected as miner: The
SCSPs selected as miners choose the subset of SCSPs to be
allocated for serving a request. Thus, the number of times
an SCSP is selected as a miner signifies its control over the
functioning of the federation.
Price charged from end-user: To maintain the satisfaction of
the end-users, it is essential to ensure that the price charged
by each SCSP for Se-aaS from an end-user is reasonable.
Resource consumption for each SCSP: This parameter
deals with the amount of resources consumed for mining
the blockchain-based transactions.

5.4 Results and Discussions
From Figures 2(a)-(c) and 3(a)-(c), we observe that, the
number of times each SCSP is selected for provisioning Se-
aaS is equally distributed among the SCSPs using BRAIN,
as compared to IoTBlock, IoTCloud, and IoTFog. This is
because, in BRAIN, unlike the other schemes, the utility
function of each follower decreases with the increase in
the number of services that are already served by him/her.
In IoTFog, service delay and computational resources pos-
sessed by each service provider are considered for service
allocation. In IoTBlock, only the cost of energy consumption
is considered. In IoTCloud, the authors did not consider the
presence of multiple service providers. Thus, in these three
cases, we observe randomness in the distribution of the
service requests. This randomness becomes more evident
with the increase in the number of miners in each round
and the total number of SCSPs in the federation. However,
these variations do not have any effect on nearly equal
distribution obtained using BRAIN.

We observe the variation of the profit earned by each
SCSP using the four schemes from Figures 2(d)-(f) and
3(d)-(f). We yield that this parameter also follows a similar
pattern to that depicted in Figures 2(a)-(c) and 3(a)-(c). This
is due to the fact that the profit of the SCSP is highly
influenced by the revenue earned from provisioning Se-aaS
to the end-users. Hence, we observe that using BRAIN, the
profit is fairly distributed among the SCSPs in the federation
unlike the other three schemes, for which the distribution
is random. Moreover, we observe a slight variation in the
distribution of profit in case of BRAIN as compared to
the distribution of the service requests. This is because
the SCSPs also earn revenue by mining transactions to the

sensor-cloud blockchain and incur a cost of provisioning Se-
aaS. However, both of these factors have limited effect on
the profit earned by each SCSP as compared to the revenue
earned from Se-aaS provisioning.

Figures 2(g)-(i) and 3(g)-(i) depict the variation in the
price charged by the SCSPs from the end-users for pro-
visioning Se-aaS using the four schemes. We observe that
the price charged by the SCSPs from the end-users is lower
using BRAIN, as compared to the other three schemes and
this decrease becomes more prominent with the increase in
the number of SCSPs in the federation. This is because, in
BRAIN, the selection of SCSPs for service provisioning is
done based on their utility functions, which, in turn, depend
on the price being charged by them. Due to the presence of
the negative quadratic term in the utility of the followers
and the summation terms in the utility of the leaders,
the SCSPs charging lower price are preferred over others.
However, in the case of the three existing schemes, the price
charged from the end-users has not been considered for the
resource allocation process. Moreover, in case of BRAIN,
with the increase in the number of SCSPs, the competition
for being chosen for Se-aaS provisioning increases, thereby
reducing the prices even further.

From Figures 4(a)-(c) and 5(a)-(c), we observe the vari-
ation in the number of times each SCSP is selected as
miner for each of the four schemes. We yield that the
distribution of this parameter obtained in case of BRAIN
is nearly uniform, while that in case of the other three
schemes is random. The slight randomness observed in case
of BRAIN is due to the differences in the computational
capacity of each SCSP, whose values, as mentioned ear-
lier, have been generated randomly during simulations. In
BRAIN, the computational capacity of each SCSP is taken
into consideration during the miner selection process, unlike
the other three schemes. Thus, using IoTCloud, IoTFog,
and IoTBlock, some of the SCSPs get repeatedly chosen as
miners while some others are deprived. Additionally, we
observe that, with the increase in the number of SCSPs,
the randomness in the distribution of the aforementioned
parameter increases for each of the schemes. However, the
increase is less significant in BRAIN, implying that BRAIN
outperforms the existing schemes.

Figures 4(d)-(f) and 5(d)-(f) depict the variation in the
resource consumption of each SCSP for mining using the
four schemes. We observe that the amount of resources con-
sumed for mining using BRAIN is significantly lower com-
pared to IoTBlock, and higher compared to IoTFog and IoT-
Cloud. This is because – In BRAIN, mining is carried out by
a set of highly powerful SCSPs, unlike in IoTBlock, in which
the computational capacity of the SCSPs is not considered
for miner selection. On the other hand, in IoTCloud and
IoTFog, miner selection is random and hence, the resource
consumption of the SCSPs is not uniformly distributed,
unlike BRAIN, in which the distribution is nearly uniform
and no SCSP is depleted of resources faster than the others.
Moreover, these two schemes consider that the resource
allocation decisions are the only transactions mined into the
blockchain, which is unlike the proposed blockchain-based
sensor-cloud architecture, in which miners are required to
mine all transactions related to a particular service.
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Fig. 4: Variation of the number of times each SCSP is selected as miner and the resource consumption of each SCSP with
increasing number of SCSPs in the federation
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Fig. 5: Variation of the number of times each SCSP is selected as miner and the resource consumption of each SCSP with
increasing number of miners for each round

6 LIMITATIONS AND DISCUSSIONS

In this section, we discuss how the proposed scheme ensures
scalability, security and privacy, while addressing various
practical challenges in deployment, geographical impact,
and economic behavior. We also outline the limitations of
the scheme and suggest possible remedies.

Scalability: The proposed architecture ensures scalabil-
ity by leveraging a consortium blockchain with the hy-
brid PoS-PoW consensus mechanism, which is well-suited
for handling high transaction volumes within sensor-cloud
networks. This permissioned blockchain design reduces
the computational load compared to public blockchains,
making it adaptable for larger deployments with increas-
ing SCSPs and IoT devices. To improce scalability further,
additional measures, such as sharding and off-chain stor-
age, could be integrated to manage data and transaction

demands as the system scales in real-world scenarios.

Security and Privacy: In our system, security and pri-
vacy are core advantages of using blockchain, which offers
immutability and transparency. The consortium model lim-
its access to trusted SCSPs, while smart contracts automate
and secure data interactions, protecting against unautho-
rized access and tampering. Although this work does not
address specific security threats, potential issues like cyber-
attacks and data breaches can be mitigated by implementing
additional privacy-preserving measures (e.g., data encryp-
tion and zero-knowledge proofs) and enhancing network
resilience. These features, combined with regular security
assessments, can help to safeguard against malicious at-
tacks.

Practical Deployment Challenges: Despite the system’s
potential, there are practical deployment challenges asso-
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ciated with its implementation. Establishing the necessary
infrastructure for consortium blockchain and integrating it
with existing cloud and IoT systems require both significant
resources and customization. These challenges could be
addressed through a phased deployment strategy, allowing
incremental testing and scaling, as well as partnerships
with cloud providers to ease integration. This approach
supports a smoother, more manageable rollout in real-world
environments.

Impact of Geographical Factors: Geographical factors
can significantly impact service quality, as physical distance
between SCSPs, sensor nodes, and end-users can affect
latency and data transfer speeds. To address this, the ar-
chitecture may be programmed to prioritize SCSPs that
are closer to end-users for latency-sensitive applications or
deploy edge nodes for localized processing. Incorporating
geographical proximity into SCSP selection criteria would
improve QoS and responsiveness, especially for applications
that require real-time data processing.

Presence of Irrational Entities: Finally, while this work
assumes rational behavior and stable economic incentives
among SCSPs and end-users, real-world applications may
introduce challenges from irrational behaviors or mis-
aligned incentives. Economic fluctuations or irrational pric-
ing strategies could destabilize resource distribution. Hence,
to encourage SCSPs to adopt the proposed optimal pricing
and resource allocation strategies, incentive structures can
be incorporated within the smart contracts and penalty
mechanisms for irrational behaviors, such as overpricing or
service rejection, can be devised.

7 CONCLUSION

In this work, we proposed a consortium blockchain-based
federated sensor-cloud architecture comprising of multiple
SCSPs working together to provide higher quality Se-aaS at
a reasonable price. In the proposed architecture, consortium
blockchain is used to maintain trust among the SCSPs in the
federation without a third party. Additionally, the function-
alities of the sensor-cloud are automated using Smart Con-
tracts. In order to ensure profits and efficient resource usage
for the SCSPs in the proposed architecture, we also proposed
a dynamic scheme, named BRAIN, comprising of two parts
– optimal selection of miner subset for each service using
miner’s score and optimal mapping of the service provider
to the services using a modified form of multiple-leaders-
multiple-followers Stackelberg game. Through simulations,
we observed that BRAIN outperforms the existing bench-
mark schemes in terms of profit and resource consumption
of the SCSPs, and price charged from end-users.

In future, this work can be extended to consider the
actual geographical location of the servers of the SCSPs
as well as the sensor nodes while deciding the optimal
service provider mapping to ensure better QoS. It can also
be extended to consider the possibility of service migration
among different SCSPs in case of unwanted failures. For
specific scenarios, the selection probability of SCSPs can
be modeled quantitatively instead of qualitatively, and its
impact on the proposed scheme can also be explored.
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